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A new method is described to evaluate kinetic parameters from conversion 
curyes by using non-linear regression analysis_ The method is based on the model of 
pseudohomo_eeneous kinetics and assumes an irreversible reaction. 

Experimental data in the form of a conversion curve, determined at constant 
heating rate, have to be available. 

An implementation of this method was tested with simulated curves and 
applied to the decomposition reaction of CaCO,, measured by TG-analysis. 

It is shown that, in order to suppress the reverse reaction, a flow of inert gas 
at low pressure has to be maintained. This in turn deimands the use of the new 
evaluation method in order to cope with the stronger measuring jauctuations existing 
under these conditions. 

Many heterogeneous decomposition reactions of solids are described by the 
model of pseudohomogeneous kinetics which assumes the following time-dependence 
of the conversion de_qee Z(Z) 

dz 
- = k(T)(l - a)’ 
dr 

where, according to Arrhenius 

k(T) = FeBEiRr 

T = absolute temperature; F = fquency factor; E = activation energy; Y = 
reaction order. 

For the moment, however, only phenomenological significance may be 
attributed to the kinetic parameters F, E, v. 

They are preferably determined by methods. requiring the measurement of 
only one decomposition curve, thus demanding measurement at dynamic temperature 
control. 



The advantage of such methods has become somewhat questionable owing 
to the fact that the results show considerable deviations’_ This becomes compre- 
hensibk when one considers the conditions that have to be fuIfXed to enable an ideal 
course of .reaction according to eqn (I)_ 

The first precondition is a well-defined and homogeneous sample temperature. 
Secondly, no reverse reaction is allowed to take piace, which implies negligible partial 
pressure of the decomposition gas_ Since, during the whole reaction, there is a con- 
tinuous fow of _a and heat within the sample, these ideal requirements may never 
entirely be fulfilled_ 

Considering the varying apparatus and measuring conditions generally used, 
diffcrcnccs in results arc to bc expected. In order to meet the ideal conditions as far 
as possible, the use of small samples and low heating rates have been recommended’. 

Of interest seems the fact that by eva!uation of one and the same conversion 
curve z(r) with different methods, considerable differences between the resulting 
kinetic parameter sets may arise’_ 3_ Therefore, a closer inspection of these methods 
is appropriate. Most of them are based on measurements at constant heating rate, 

i-e,, sample temperature _kcreasing linearly in time, this aIways being assumed below. 
Therefore 

+=z - = const. (31 

TA = starting temperature; qZ = heating rate. 
The performing of the variable transformation t + T in (I) yieids together 

with (2) 

dz F -=----_ 
dT 9 

-E:RT(l _ 47 

Nearly all methods operate u-ith a fixed reaction order which either has to bz known 
in advance or must be determined by trial and error. Frequently. only the values 
Y = 3, j are taken into consideration, corresponding to the theoreticaliy found values 
for reactions taking place at interfxes, moving at constant speed in _grains or com- 
pacted samples of cylindrical or spherical shape_ 

The method of Frccman~arroll (FC) L ’ which proceeds from the logarithmic 
form of eqn (4) and uses numerical differentiation, seems to be the only one within 
the frequently employed methods which also determines the order of reaction directly_ 
Caused by numerical differentiation procedure, thii method is subject to a high 
sensitivity to experimental fluctuations, which art always present in the conversion 

cumes(_ Moreover, the linear re_-ion analysis applied to the special form of the 
original reaction equation involves different weighting of the distinct measuring 
points corresponding to their varying values of conversion z. 

For a better determination of kinetic parameters, a new method is presented 
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first. It has been developed in order to comply with the following requirements: 

direct and simultaneous determination of the three kinetic parameters F, E, Y 
belonging to the conversion curves; 

integral method, i-e_, without numerical differentiation; 

optimization criterion; least sum S of squares of the residues AZ, (differcnazs 

between optimal model curve and experimentally determined conversion data): 

s E C(AzJ’ --, min 
i 

Sum S may basically be considered as a non-linear function of the kinetic parameters, 

the minimum of their sum has to be determined_ 
Many of the methods used for optimization of non-linear functions work 

iteratively. The frequently applied hiil-climbing or direct-search methods6_ 7 need 
in general a large number of iteration steps; this in contrast to non-linear regression 

(NLR) which is known as rapidly convergent, particularly towards the end of the 
evaluation’, provided convergence exists at all_ 

It was therefore decided to develop the NLR-method, as it is considered most 
promising respecting the evaluation of kinetic parameters. The main problem remaining 
then consisted in assuring convergence for all practical cases to be attempted_ On 
account of the introduction of a modified set of kinetic parameters, the NLR-method 

proved successful_ 
Matters were complicated by the fact that the regression had to be applied 

to a problem which is described by a differential equation not solvable in analytical 

form. 
Finally, to obtain information on the practical performance, the method was 

applied to the decomposition reaction of lime 

CaC03 + CaO i CO2 

a problem that had previously been investigated many times_ Of special interest was 

the influence of the measuring conditions on the resulting kinetic parameters_ 

2-l_ General 

The above-mentioned modification of the parameter-set consisted in replacing 

the frequency factor F by a new parameter $, tailed “frequency variabIe”, which has 

been defined by 

F 
F = F,e+-$ = in F ( 1 A 

fA = assessed initial value of frequency factor_ 

This modification caused a decisive improvement of the convergence behaviour 
by enabling much larger iteration steps without risk of divergence. 

The reaction equation may now be +-en in modified form 
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With given vaiucs for F,, @ every solution s(T) of the differential eqn (7) may be 

char;acterized by the corresponding parameter triple (+, E, *)- The evaluated triple 
values evolvin_e from a measured curve are then identical with the parameters of that 
special solution of eqn (7) best adapted to the measurements with respect to the 
optkmization criterion (5). 

T%e zssociati fquency factor F is then caJcuJated from FA and 9 by means 

of eqn (6). 
According to the general proceedin_e in non-iinmr regresionq, the kin&c 

parameters are united in a vector 

7he function z(x, T) may be considered as a sequence of data points, given at discrete 
temperaturre xb~~ ri (i.e., with constant inttxvafs) leading to a representation as an 
nKfimensionaJ vector z(x), with the ith component 

l14xlJi s ;rlr, Kl (9) 

After expandin g in a Taylor series up to only linear terms (linear approximation) 
we have 

u(r) = u(x”, i md lfL+ < = 3(x*) +- Cc 

with 

~=~-q”=/jr 

and the _eradient matrix 

C = grad u[,zp = C(xq 

whereby 

(JO) 

(JJ) 

(W 

I r=P 
T=T, 

(13) 

En order to cakulate the gradienr matrix, three non-linear differential equations 
have to k solved, as wilf be shown in section 22 

Let I be the conversion vector, determined from measurements; the folfowing 
r&d- vectors ars then defined 

t ES&F) -z 

to = &) - z > 
(141 

so that eqn (5) demanding optimum conformity of vectors z and I may be expressed 
as 

<r, 4 = min --, grad (r, r) = 0 (=I 
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Fig. 1. Flowchart diagram of iteration protxdurc (prindpk). 

Inserting (14) and (IO), one obtains the so-called Gaussian normal quaticns 

(16) 
This is a system of three linear equations with the three components of vector g as 

unknowns, representing the parameter corrections evolving from the actual iteration 

step. 
The kinetic parameters belonging to a axtain conversion vector I may then be 

determined .iterzttively by performing the whole procedure repeatedly, as shown in 

Fig i_ 
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With appropriately chosen initial vabs and limiting quantities (see section 2.3), 
the procedure convcr_gess the absolute value of the correction vector dccnases in the 
course of the iteration procedure to infinitesimal values; consequently the linear 

approximation is increasirgiy valid. 

2.2. Cakdation of graiiient matrix 

CiI. By definition 

Performing partial differentiation with respect to $ in eqn 
Y a T- 1 

2’2 -=-e *--EiRT(l _ 

2ijr2T @ 
x)1 -1 1 p 22 

l-ztqi 1 

Inserting eqn (7): 

This is a differential equation for 

22 
- = f(T) 
z* 

According to (i7), that particular solution (20) of eqn (19) 
complies with parameter vector x0_ Then the following actual 
inserted in (19): 

The differential equation may be solved numerically, using a standard method_ 

(17) 

(7), one obtains for 

(18) 

(19) 

must be found which 
quantities have to be 

Al;cording to (17) the desired matrix cocficients are then identical with discrete 
points of the soktion curve. 

Cj,_ Starting with 
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one obtains in an analogous manner, again for Y f - 1 

-2 

ST= 
&Y 

+lhE 1 
This is a differential equation for 

cm 

(24) 

leading to the coefficients Gil by numerical solution for the appropriate special 

conditions (cf. 22) 

Considering 

--$- [(1 - a(v))3 = -& exp [r In (1 - z(v))J 

= exp [v In (1 - a)] 
[ 
In (i - aj + & 

(-31 

= (1 - a)’ In (1 - a) i 1 ’ 
[ -.(-%)I 

together with (7) the following differential equation results 

This is an equation for 

i?z 
dv = h(T) 

(26) 

(271 

(28) 

yielding the matrix coefficients Cj3_ 

23, AIgoridm and program 

The method just described was performed in a FORTRAN-program in such a 
way that after input of the appropriately prepared experimentai (Umeasur8S’) 
conversion vector and parameters (process parameters, initial assessments of kinetic 
parameters), an automatic unattended run-off of the program is assured. Program- 
size: about 30 kbyte. For the numerical integration of the daerential equations 
occurring, the well-known 4-th order method of RungoKuttat’ was-chosen, using 
step sizes of .I “C, to compute the conversion curves (eqn (7)) and of 2°C for the 
matrix coefficients (eqns (19), (23); (27)) _ . . . 
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The smaller step size for zz, Cz/aT became n ecessaty because in the calculation 

procedurt for the matrix coeficients, these quantities are needed at half distance 

between the abscissa values of two adjacent points_ 
Systems of normal equations generally show positive definite matrices owing 

to their special form (16). Therefore, they may he solved by using the Cholesky 
method. Probtems with badiy conditioned matrices (break-off of computation-run 
due to singular matrices of normal equations) only appeared during runs with very 
extreme initial assessments of parameters. In such cases, the orthogonalization 
method might be ad\=nt.ageous_ 

A prerequisite for the intended automatic run of the pro-gram is reliable 

convergence of the iteration procedure within acceptable time. To this end, two 
measures were taken: first an initial iteration procedure was introduced in order to 
improve the initial assessments and secondly the step length was limited_ 

The initial iteration procedure is also performed as non-linear regression, 

analogous to the proceeding described above, with the modification that only I$ is 

kept variable while & and Y are fixed. The gradient matrix is reduced to a vector and 
is identical with the first column of the original matrix C_ 

Even with very erroneous assessments of E, v this initial iteration changes the 

computed conversion vector in such a manner that the mean value z = 0.5 is attained 
at approximately the same temperature as with the measured conversion curve. This 

is extremely important as regards convergence. 
In comparison with the gradient method’. the main advantage of the tzgression 

analysis consists in determinin_e not only the direction of the correction vector dx 
in parameter space but also its length, thus reducing the number of necessary iteration 
steps. 

On the other hand with increasing step length there is a risk of divergence, since 

then the basic linear approximation is less and less complied with. For that reason, 
control of step Iensh with limitation of the tolerable maximum value was inevitable. 

Such control was performed for component dxz with critical value x, whereby 

in the case of acrual limitation the whole vector ds was of course shortened_ 
The tolerable limit X, is considered as dynamic quantity respecting succeeding 

iteration steps; its change was made dependent on fulfiiling a criterion re_mdIng 
the mean residue p between calculated and measured conversion curves, Explicitly, 
this criterion demands decreasing residues in sequential iteration steps (this may 

always bc assured with sufficiently small steps) until the actual residue has become 
smaller than the initially chosen titical value per. In subsequent steps only the 
requirement 

P -E Per 
has to be fillf&d_ 

Generally, the permitted step length X, is adapted as follows 
if the residue criterion is infringui on, X, is halved, 
In the opposite case x, is doubled, provided dx has been shortened in the two 

preceding steps without violation of the residue criterion, 



25 

TABLE 1 

?d%WBER OF ITEKATIOX SEE’S H)R DiFFERE?‘3- SEE OF ISIIIALLY ASSESSED KlsErxc PARAWETEUS 

RKR Assessed vales of kihetic paramerers RrsuIhgnumberof 
iteration 52ep.r 

1 1 30 0 6 4 
2 10’0 70 0 10 8 
3 10'0 100 05 10 7 
4 10’0 60 0.5 2 3 

-- 

3. RESULTS WITH SIMULATED CONVERSiON CUEiVES 

3. I. Convergence of he iteration procedure 

The behaviour of the iteration procedure towards convergence was tested with a 
simulated ideal conversion curve. using the following parameter values: F = 10 * ' s- ' ; 
E = 50 kcal mol- ‘; v = 1; @ = 1 “C min- ‘; 4Tt = 0.5”C for inte_ertion of the 
differential equation; 4T = 2°C discretization interval during iteration procedure. 
The evaluation was performed in the range 0.3 c z I 0.9, i.e., with 13 measuring 
values and the following critical quantities: .Y~ = 10 kcal mol- 1 and pcl = 0.1. 
The number of necessary iteration steps depends largely on the initial assessment of 
the kinetic parameters, cf. Table 1. 

Large step numbers appear during runs 2 and 3. With regard to the initial 
iteration procedure, they may be attributed to the fact that at very unfavourable 
initial assessments the relative break-off criterion (mean residue less than a fixed 
critical value) may never be fulfilled and the maximum number of 10 cycles has to be 
run. In the main iteration, the large number of steps must he traced back to under- 
shoot of the kinetic parameters in the course of the procedure. 

The practically occurring cases are better represented by run 4, where during 
iteration the parameter values converge predominantly in a uniform way against the 

TABLE2 

PSUXiRES OF VALLZS OF KlSZZllC Pe DLXUSG tTERA7YOX PRDCED URE CRUX 4) 

srep- No F E V P 
(l/d (keni mol-‘) 

0 4.034 - 10" 6O.am 0.5ooo 7.8 - IO- 
: 3-w 1.047 - - 10’0 10’0 52147 50.070 I-0021 1 a039 7.8 - -lo+ 10-f 

,Zl 
3 1.m IWO some l.oam - - 3.7. - lo-’ 
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true values (cf_ Table 2); therefore only few iteration cycles are required, Additionally 
this table shows the effect of the initial iteration procedure on the frequency factor, 
which is rais& from &he initially assessed value of IO’O to 4 - IO’* S-I (associated 

step-number: O)_ 

On the available minicomputer sysistem the necessary time per iteration step 
amounted to: initial iteration, 28 s; main iteration, 50 s, giving a total computing 
time (without input of data) of 3-5 min for the typical run 4. 

Concerning the inte_mation of the differential equations, it should be borne in 
mind that larger step ienths were used for evaluation than for simulation. Despite 
this fact, no discrepancies occurred and it must be concluded that even with step 

iengIhs of AT, = 1 “C resp_ 2”C, as applied during evaluation, the relevant discretiza- 

tion errors are negiigibie- 

32 Results wirh sirnularion curves confaining jhctuations 

Conversion curves are often determined by use of thermo_gmvimetry (TG). 

The appropriate weight measurements are always subject to minor statistical fluctua- 
tions, caused by disturba ices in the furnace, these being particularly strong in flowing 
atmosphere at reduced pressure- This is manifested in the conversion curves in the 

form of a superimposed noise component. 
me FC-evaluation-method, as an alternative to the NLR-procedure, is known 

zs fairiy sensitive to such fluctuations_ in order to obtain more insight into the 

relative properties, a comparison was carried out. 

The noise component wxs simulated by making use of a random generator 

wifh normal distribution and a mean of p = 0. Starting with the above-mentioned 
ideal conversion curve, seven1 no&-containing curves were produced by addition 
of noise components of various amplitudes (characterized by the mean deviation o)_ 

The FC-method is based upon the following equation, obmined from (4) by 

taking first logarithms, then differences and finally dividing by A[in (I - z)]: 

A[G)l E Ai+=) 
A[in (I - z)J = v - R A[in (1 - z)J 

--- 
(29) 

AA AB 

After fitting a straight line to the plot AA versus AB the unknown parameters E, 

Y ah supplied by slope and intercept of the iine_ 

The method was implemented so as to zonform to the needs of TG-measure- 
mcnts, when z(T) is considcrcd as primary quantity and dz/dT is derived thcrcfrom 

by numerical differentiation, using iocai approximation by polynomials of 3rd order- 

The differences required in eqn (29) are taken between adjacent measuring points, 

providing no essential deviations from the alternative possibility with a fixed reference 

point, On the contrary, the arbitrariness always present in the latter case4 is removed. 

FolIowing the simulation procedure mentioned above, noise-containing 
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TABLE 3 

WRS (RH!+vALUD) OF KtM3-K ~‘ARAMEI-ERS DUE TO D lFFBU3ii -Xl-S OF ?WiSE 

6 Mehod 

NLR FC 

A& AP AE Av 
(kcal td-‘J (krd mol-1 J 

0 0.0 O.ooO O_OOO o_oxl o.Oal7 
I - 10-A 2.3 0.035 0.001 5.09 0.10 
5 . IO-’ 7.8 0.13 0.005 23.8 0.43 
1 -IO-Z IS.1 0.25 0.010 
2 - IO-= 25.0 0.46 0.017 

conversion curves were Senerated, three at a time with equal standard deviations of 

noise but individually differing noise components. 
The resuiting parameter errors evolving from evaluations with the FC- and 

NLR-method have been assembled in Table 3 as root mean square (RMS)-values of 
those three curves with equal noise amplitudes. Here, the error associated with the 
frequency factor has particularly been defined as relative quantity 

AF,,, = T (30) 

Obviously, by the NLR-method as compared with the FC-method an enormously 

diminished sensitivity to measuring fluctuations has been achieved. 
As regards the considerable error of the FC-method, it should not be forgotten 

that a modified FC-procedure aimed at evaluating DTA/DSC-measurements would 
show smaller errors at equal noise level because there dzldl resuhs directly from 

measurements without &he need to resort to numerical differentiation_ 

4_ SiEUURE3lESrrs Alrs’D RESULTS 

Measurements of the decomposition of CaCOa were carried out on a Mettler 
Thermoanalyzer TA making use of the alumina furnace and a standard alumina 

crucible (OS, height 1 I mm). Synthetic powder of CaCO, (Merck, p-a.) was used as 
sample substance, to which after mortaring no further processing was applied. 

To enable the sample temperature to rise linearly in time (constant heating 
rate), the standard temperature controi equipment contains, apart from the linearizing 
electronics, direct contact between temperature sensor and crucible. .In this way, 

temperature deviations caused by the reaction heat are best diminished. 
The stream of inert gas was guided from the baiance room through the furnace 

to the pump. An additional throttle valve installed between furnace and pump 
enabled a separate reguIation of pressure and flow-rate. The data losging was done 
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on paper tape, using the Mettler CT-system for transfer of digital data_ Weight data 
were registered at constant time intervals. being equivalent, due to the time-in- 
dependent heating rate, to constant-temperature increments. 

In this ~=y, from each measuring run, a sequence of weight data (measuring 
vector) was produced which had to be coordinated with a vector of equidistant 
temperature values_ Every determination of a conversion curve necessitated two 
measuring runs:_. one for the proper dissociation reaction and one for the bax1ir.e. 

Preirig from two such runs, it is possible to compute the conversion curve 
as follows_ An approximate course of mass diminution is obtained according to 

Am’(T) = $ [GyT,) - G=(T) - (G*(KJ - G”(r))] (31) 

where GP = measured weight data of reaction run; GB = measured w-eight data of 
baseline; T’ = initial temperature of measure.ments; ,o = acceleration of gravity: 
A?7P = approximate mass diminution. 

As the disturbing forces on the balance arising from the stream of gas, buoyancy 
of the sample holder and thermomokcular flow occurring at intermediate pressures’ I 
may reasonably be assumed as equal whether a sample is present or not, these forces 
are eliminated in the above manner, 

After an additional correction allowing for the buoyancy of the sample, the 
true course of mass diminution Am(T) is computed, from which the desired conversion 
curve is obtained according to 

The conversion vector cWectly yielded the temperature of half conversion, 
defined by 

T; = T(2 = o-5) (33) 

Above all, however, it served as vector of input data to the evaluation pro_gram 
performing NLR, where the kinetic parameters were computed relative to desired 
values for conversion range and temperature increment_ Generally used values: 
range: 0.3 -z 2 S 0.9 
T-interval: AT = 3 rcsp. 4°C for 9 = OS resp. 2°C rnin- * 
In this way, the evahtation took place in all cases with 12 to 20 data points. 

Under most of the different conditions, ttree measuring runs weti performed 
respectively_ The means of the resulting parameters E, v. T+ are listed in TabIe 4, 
together with the related standard devTations, defined by 



P 
(10-3) 

: 
III 
IV 

;I 
VII 
VIII 
IX 
X 

: No Nn 720 720 30 30 
3 HC 720 30 
1 HO 720 30 
I 1% 50 
1 1-h 5 8 

3 Ho 1 1 
: HC NC 1 1 6 1 

3 Vnk. lo-* 0 

2 
0.5 
OS 
0.5 
OS 
0,5 
0.5 
0,s 
0,5 
OS 

10 674S :I: la8 4,9 l log 
10 628,2 :j: 083 296 * IO” 
IO 60901 & 0,3 2,o ’ 10’0 
5 582.8 4,8 9 10” 

10 567.5 I,3 l 10” 
IO SO,3 I,4 l 10’” 
10 529,3 rf: 1,4 1,s ’ 10’6 
5 521,9 286. 10’0 
5 48583 :I: 306 2,4 l IO’” 
5 494,2 rl: 4,2 5,l ’ 10’ 

56.0 1: 2.0 0.21 :I: 0.02 088 
54,s :I: 1.1 0.17 cl: 0.01 1,o 
56,7 I: 1.0 0.25 :i: 0,01 0,7 
5286 0.4 1 I,6 
60-7 on39 I.0 
59,s 0.49 On6 
72.2 :I: 0.9 0.77 :I: 0,03 On8 
83,l 0.88 3,3 
68,6 :I: 6.7 1.53 :I: 0,09 6,O 
36,7 :t- 2.6 O-79 k OnI 1 2,6 



The specified fequency factor represents a muitipIi~tiveIy avera_&-out value 

corresponding to the arithmetic mean of the frequency variable e_ 
Noticeable from the viewpoint of measuring techniques appears the bad 

reproducibility of T+ and kinetic parameters respecting measurements IX and X. 
The measurements of case IX are carried out at 1 Torr and reIatively high 

rates of _--flow. Extremely strong disturbing forces result, as seen in the baselines. 

They cause a larger noise level of 5 pg, increased by factor 4, compared to measure- 
ments performed at normal pressure. For 5-mg samples with a total mass diminution 
of 22 mg this means a noise component 
G = 2.3 - 1t-)-3 

r&&-e to the entire conversion. 

According to the results of Table 3, this is too high a vafue to emptoy the FC- 
method, whife no problems exist as regards the NLR-procedure. However, a consider- 
ably larger statistical parameter-error is observed in practice than would be expected 
from noise alone_ The additional disturbance apart from noise must be due to 
irregulzrities in the ps flow leading to relatively stronger statistical errors at hi_gher 

flow-rates. 

In the caxz of vacuum measurements X, the reason for the increased error must 
be traced to the lower heat conductivity within the sample under those conditions_ 
Minor differences in packing density may then cause slight variations in the conversion 
cun-cs. 

5_ DLXISSION 

The main objeclive has been attained_ A new method has been developed on 
the basis of non-Iinear regression, allowing us to determine kinetic parameters from 
measurements with genenlfy good reproducibility. 

However, from the considerable dependence on measuring conditions, we may 
con&de that kinetics are determined by several different processes, 

The reaction step 
Caco, -+ Ca0+ + co2 
is considered as chemically rate-controlling process; where CaO* represents an 
activated state which is only reached by use of the appropriate activation energy- A 
chemical substance is of course most specificaiIy characterized by a process of such 
nature, 

As con~rrenf prcxxsses, the diffusion of heat and/or CO,-_ea have to be taken 
into account, Due to non-ideal heatdiffusivity in the sample, the endothermal 
reaction heat induces an inhomogeneous temperature distribution and therefore 
subcooling within the sample, thus reducing the actual rate of reaction, whereas the 
non-vanishing partiaI pressure CO, gives rise to partial reverse reaction_ These two 
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competing processes may even dominate If_ In such cases, it may be expected that, 

apart from depending on the measuring conditions, the reiated kinetic parameters 
charaderiz predominantly the texture &rain size and compact3as of the sample), 

a fact which may be of importance with respect to au-responding applications. 

Hence, the question arises of how to interpret the results and which of the 

parameters correspond best to the true values of the chemically controlled kinetics. 

As both diffusion processes, contrary to the activation step of the chemicaJ 
reaction, may be largely influenced by variations of the gas flow conditions, lower 
values of Ti which may be attained under favourableconditions indicatean au_gmented 

chemical nature of the kinetics control. This statement hoids good of course only for 

fixed heating rate, since with otherwise identical processes, larger heating rates are 
followed by larger values of T+ 

Considering first only vacuum measurements, in comparison with all the other 

measurements they axe characterized by: 
least hindrance of reaction with regard to CO, partial pressure 

_-test hindrance in respect of heat transport (as in a high vacuum this is. 

considerably lower than in fiowin g Helium _eas as used in the other measurements) 

Since with nearly all measurements (exception: ix). higher values of temperature 

of halfconversion result, we suppose that there the reverse reaction 
CaO* i CO= --, CaCO, 

induced by the partial pressure of CO2 is ratecontrolling In order to understand the 
reaction, a more detailed investigation of this phenomenon is therefore indicated. 

5.1, Inf7rtence of rhe partial pressure 01 CO? on the dissocialion kinetic of CaC03 
Dispensing with one of the ideal assumptions by also admitting the presence 

of partial pressure of carbon dioxide, the basic eqn (4) characterizing the kinetics 

must be modified_ Assuming the experimentally verified linear dependence of the 

reaction rate on partial pressure of C02’ 3- ‘a one obtains the following new equation 

with 

where 7 = correction quantity; PP = partial pressure of CO,; P, = dissociation 

pressure of CaCO,. 

Within iimited temperature ranges the temperature dependence of the dissociation 
pressure may be described aarding to the general approximate !aw 

p,(T) = pg esEDiRT (38) 

where ED = dissociation enthalpy of CaCO,; Pg = proportionality constant, 
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representing in this approximation the dissociation pressure at temperature T -_, CO, 
With the additionai assumption of immediate mixing of decomposition and 

ffow--gas, there results within - the whole _eas phase a homogeneous CO,-partial- 
pressure, which may bc calculated as follows: 

QF 
Rp = - 

64 

thertfore 

(41) 

(42) 

with CD = molar flow of decomposition-_eas (mol s- ‘); iiF = molar flow of flow gas 
(inert _w)); pF = pressure of flow _@s; mO = initial m of.sample; nrM = molar 
mass of sample; VM = molar volume of flow gas at normal conditions (PO, T,); 
0, = volume flOW of fiOW -w, converted to normal conditions. 
inserting (42) in (37) yields 

with the temperature-independent constant 

c+~4PF 

Insertion of (43) in (36): 

(43) 

(45) 

Here (&jdT), represents the formal exprusion for the ideal reaction rate, given by 
eqn (4)_ Solving cL$dT, we obtain together with (38) 

This is the ditkcntial equation for the real conversion cu~ye rr(T), where the partial 
p-ressurc of the &composition gas has additionally been allowed for. Nuukrical 
integration may agaiu be performed by making use of the Runge-Kutta method. -. 
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9 1 IO 2 

IO ‘III 10 0,s 
11 IX 5 0,s 
12 10 
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14 015 

10’0 50 
IO’0 50 
10”’ 50 
10’6 70 
10’0 50 
10’0 50 
10’0 50 
10’6 70 
4,9 ’ 100 56.0 
2,o ’ 10’0 56,7 
284 1 IO’” 68,6 
2,4 1 IO”’ 68,6 
284 * IO”’ 68,6 
2,4 9 IO”’ 68,6 

I 720 30 
I 720 30 
1 720 30 
1 720 30 
I I 

I 1 
A,21 720 f 

: 5 
30 5 

0.25 720 30 

1.53 1 IS3 1 ii 
I.53 720 30 
I,53 720 30 

O,l6 s7,4 585,5 564,l 21.4 
OJ7 SOS 545J 529J 16.0 
0018 68,8 55687 529,3 21.4 
0,37 74,6 53488 513,o 21.8 

0,17 1,o 564,3 564,l OJ7 018 529A 529,3 i:f 
OJ7 IS 529,6 s29,3 0,3 
on35 IS 51382 513,o 0,2 
OS9 11.4 679,7 674.6 5,l 
OS5 15S 61283 608#8 3s 

0.23 3,l 486,9 486,4 0,25 6,1 4I17,3 486,4 if: 
0,30 91,8 526.6 486.4 40:2 
0,30 99,8 596,3 48684 109,9 
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The pro_gress of the correction quantity with temperature may then be obtained 

by considering eqns (43) and (44) 

From measurements of Hill and Winter’ ’ concerning the decomposition pressure of 
CaC03. the following numerical values are obtained: Pz = 2.525 - 10” Torr and 
ED = 10.221 kcal moi- I. 

The correction quantity y(T) has been calcuIated for different parameter triples, 
these corresponding to results from measurements as well as to further typical 
parameter combinations. 

In Table 5 the resulting values of the following quantities have been listed: 

7, = maximum value of ;*T) 

% = +7=1 
?.; = temperature of half conversion of an ideal conversion curve 

7-j = ditto for a real conversion curve 

Aj-, s T_i-T; 
Generally: large y=-values occur with respect to 720 Torr-runs, indicating the 

presence of relatively high partial pressures of CO,. At the same time, simulation 
runs 1 to 8 clearly show that, with fixed kinetic parameters, every rccluction of pressure 
is accompanied by a considerable decrease in y= and therefore in T,; this holds 
without considering m,, @, E. Therefore, by performing the measu&ents at low 
pressure, the influence of the reverse reaction may drastically be reduced. 

A further indication that low pressure conditions are more favourable is seen 

from the dependence of Ti on sample mass m,. With the I Torr-measurements VII, 
VIII, although performed at relatively low gas Row. a much lower dependence results 
in comparison with the 720 Torr-measurements III, IV (cf. Table 4). 

The simuIations performed are all based on the assumption of immediate 
mixing of -eases effecting homogeneous C&gasconcentration in the whole gas 
phase. Deviations from this concept may be described by a factor & representing the 
ratio between the real concentration of carbon dioxide near reacting sample -grain? 
and the ideal homogeneous concentration. 

This factor causes an increase of the effective partial pressure PP; thus one 
obtains: 

with the corresponding effects on 3.(T) and z(T). 
in the simulation procedure, instead of introducing the factor ddc explicitly, 

tne same effect may also be obtained by an equiva!ent increase of the efiiitive sample 
mass 

as may be concluded from equations (48) and (44). 
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From the above-mentioned facts, ideal mixing of gases (and therefore &r = 1) 
under the best measuring conditions may be assumed with good reason. 

Numerical values of aCrr for the 720 Torr-conditions may then be obtained by 
-- 

comparing the differences AT,, defined by 

dT, E 7-* (PF = 720 Torr) - T+ (PF = 1 TOIT) (4% 

both for measurements IV, IX uable 4) on the one hand and for simulations 11,13, 
14 uable 5) on the other. -- 

From the measurements, a difference ofAT, = 97.5X results. This sameamount 

may be obtained by interpolation from the simulation runs only by using about the 
S-fold sample mass in the 720-Torr run. Therefore, a factor &r zz 8 has to beconsidered 
under such conditions. 

The rather large differences in the -/,,-values occurring within simulation curves 
corresponding to the higher pressure conditions (720 Torr), viz, runs 9, IO ++ 13 
(Table 5) appear obscure at first sight. While in the former two runs, kinetic data are 
used relating to measurements carried out at this same pressure, in the latter run 13 
we employ kinetic parameters experimentally determined at 1 Torr and extrapolate 
to the higher pressure conditions. 

Considering first that processes most adequateiy described by eqn (36) were 

evaluated with (4) after measurement, and that secondly, according to the results of 

simulation-runs I to 8, the discrepancies between these two model equations must 
increase with pressure (while of course no differences exist at infinitesimal pressure), 
one is !ed to suppose that the above-mentioned obscure findings may be directly 
connected lo the pressure-dependent model incompatibilities, these being large in 
case of runs 9 and 10 measured at higher pressure, whi:e negligble for run 13 (low- 
pressure conditions). 

If so, we would have to conclude that according to runs 9 and 10, mJeasurements 
performed at higher pressures after evaluation with (4) yield considerably too low 
7=-values and correspondingly deviating kinetic parameters_ 

Therefore, under conditions of higher flow-gas pressures, the supposed control 
of kinetics by the reverse reaction due to the presence of carbon dioxide in the _W 
phase has been confirmed: COz-partial-pressures are almost equal to the equilibrium 
dissociation pressure and therefore 7=-values approaching unity occur. The actual, 
effective values of partial pressure, represented by the related correction quantiti& 
-/Ar even exceed the y--values reported in Table 5, due to the fact that bczf > 1 under 
such conditions. 

The situation appears quite different for kinetic measurements conducted under 

low-pressure conditions. The reduced infiuence of CO,-diffusion is seem from the 
Iow value of 0.03 occurring for the correction quantity 7,,,, as concerns the best 
measurements IX, represented by simulation run 1 j _ A further reduction of y= might 
be possible by using a smaller mple mass. 
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53. InpUence of dxemzai conducri;riry on die decomposiiion kinetics 
At first sight, decrea in temperature of half-conversion by changing the fIow 

-gas from nitrogen to helium (measurements II, III under otherwise equal conditions) 
appears remarkable_ At least partially. this has to be ascribed to a better heat exchange 
within the sample owing to the better heat conduction of helium-gas. Besides, changed 

flowing conditions may occur inffuenciag the exchange of heat and/or CO2 between 
sample and convective flow gas. 

Heat transfer may even appear as rate-controlling, as is obvious from measure- 
ments X in high vacuum, mainly by comparing with the optimal measurements IX 

in 1 Torr heIium (Figure 2). Though in high vacuum, the decomposition already 

starts at lower temperatures, clearly caused by the vanishing partial pressure of C02, 
the conversion curve shows a considerably lower slope, so that half-conversion is 
attained at an even higher temperature, Moreover, completely chansd values of 

activation ener_ey result_ These effects must be attributed to the Iower heat exchange 
in high vacuum. 

5.4. Glncz~ions 
In order to determine the kinetic parameters for the decomposition of CaCO,, 

the conditions of measurements IX turned out to be most favourable, i.e., low sample 
mzss, low heating rate, helium _eas flow at a pressure of about 1 Torr and with high 
fIow-rate. In this way, the systematic errors caused by the partial pressure of CO, 

(reverse reaction) may be greatly reduced. Moreover, at a pressure of I Torr the heat 
exchange within and to the sample is still adequate, since in the viscous pressure 

range, hat conductivity of ideal gases is independent of pressure, while it deezases 

below 1 Torr. 

On the other hand, under these conditions the Iargest statistical errors appear- 
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Therefore, the highest requirements have to k met with regard to measuring and 

evaluation. 
In this case, the high measuring fhxctuations render it impossible to evaluate 

according to the Freeman-Carroll proceduns, whereas the described new method 
using non-linear regression may be applied tirfiout any difFkulty. 

Furthermore, one becomes aware that beyond noise additional disturbances 

occur af&d.ing reproducibility. Assuming that the resulting mean residues are 

exclusively due to noise, by extrapolation of the results given in Table 3 the folIowing 

evaluation errors ensue: dE = i .5 kcal mot’ ’ and A v = 0.06, The considerably 

hi_dner statistical error 4E resulting from measurement IX must therefore be ascribed 
to experimental shortcoming. 

In future measurements, at’dention has above all to be paid to the elimination 

of instabilities in the -gas flow and to the use of samples with defined grain siue_ 
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